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Dear Mr. Zuckerberg,

I write to express my concern regarding Meta’s efforts to combat the spread of racialized
misinformation,! hate speech, and incitement content around the world and the destabilizing
effects that Facebook is having on countries across the Global South. In its pursuit of growth and
dominance in new markets, I worry that Meta has not adequately invested in the technical,
organizational, and human safeguards necessary to ensuring that your platform is not used to
incite violence and real-world harm. Meta has admitted that it can be “used to foment division
and incite offline violence,” as occurred in Myanmar during the genocide perpetrated against the
Rohingya population.? And in testimony before the Senate, you acknowledged that Meta has a
moral, if not legal responsibility, to prevent its products from being used to incite violence.’
Despite these acknowledgments, I am concerned that Meta is not taking seriously the
responsibility it has to ensure that Facebook and its other platforms do not inspire similar events
in other nations around the world.

According to Reuters, Facebook supported more than 110 languages on its platform as of
October 2021 (e.g. offering menus and prompts), and users and advertisers posted on the
platform in over 160 languages.* However, Facebook’s community standards — the policies that
“outline what is and isn’t allowed on the platform” — were available in less than half of the
languages that Facebook offered at that time. Facebook has previously said that it uses artificial
intelligence (Al) to proactively identify hate speech in more than 50 languages and that it has
native speakers reviewing content in more than 70 languages. Setting aside the efficacy of
Facebook’s Al solutions to detect hate speech and violent rhetoric in all of the languages that it
offers, the fact that Facebook does not employ native speakers in dozens of languages officially
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welcomed on its platform is troubling — indicating that Facebook has prioritized growth over the
safety of its users and the communities Facebook operates in.

Of particular concern is the lack of resources dedicated to what Facebook itself calls “at-risk
countries” — nations that are especially vulnerable to misinformation, hate speech, and incitement
to violence. According to documents provided by Facebook whistleblower Frances Haugen, a
June 2020 internal audit of Facebook’s efforts to improve safety for users in “at-risk countries”
found massive gaps in coverage.’ Facebook had failed to devote the resources necessary to
ensure that users in “at-risk countries” could use the platform safely.

In Ethiopia, Facebook reportedly did not have automated systems capable of flagging harmful
posts in Amharic and Oromo, the country’s two most spoken languages.® A March 2021 internal
report said that armed groups within Ethiopia were using Facebook to incite violence against
ethnic minorities, recruit, and fundraise. In the wake of Facebook’s role in the genocide of the
Rohingya in Myanmar — where UN investigators explicitly described Facebook as playing a
“determining role” in the atrocities” — one would imagine more resources would be dedicated to
places like Ethiopia.

Even in languages where Meta does have experience, the systems in place appear woefully
inadequate at preventing violent hate speech from appearing on Facebook. In advance of the
2022 general elections in Kenya, the non-profit Global Witness conducted an investigation in
which it submitted twenty ads to Facebook for approval.? All of these ads, ten of which were in
English and ten of which were in Swahili, violated Facebook’s Community Standards for hate
speech and ethnic-based calls to violence, as they included dehumanizing speech comparing
specific tribal groups to animals as well as calls for rape, slaughter, and beheading. After the
English-language ads were flagged for violating Facebook’s Grammar and Profanity policy,
Global Witness was able to have those ads accepted after making only minor corrections. The
failure of Facebook’s internal processes to catch these posts undermines statements from your
company regarding the effectiveness of the solutions it has developed and your professed
dedication to preventing this type of content from appearing on the platform.

In Facebook’s largest market, India, Facebook’s “recommended” feature and algorithms have
amplified the amount of hate speech and misinformation that users see. Reportedly, a Facebook
employee in India created a fake account on the platform in February 2019 to see what a new
user in the country would see based on Facebook’s recommendations. This employee was
apparently “shocked” by the “near constant barrage of polarizing nationalist content,
misinformation, and violence and gore” that quickly inundated her feed. The researcher wrote,
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“Following this test user’s News Feed, [’ve seen more images of dead people in the last three
weeks than I’ve seen in my entire life total.”

Unfortunately, these are not isolated cases — or new revelations. For nearly six years, Facebook’s
role in fueling, amplifying, and accelerating racial, religious, and ethnic violence has been
documented across the globe — including in Bangladesh!®, Indonesia'""'?, South Sudan'?, and Sri
Lanka'*, In other developing countries — such as Cambodia®®, Vietnam'é and the Philippines'”-!®
— Facebook has reportedly courted autocratic parties and leaders in order to ensure its continued
penetration of those markets.

Across many of these cases, Facebook’s global success — an outgrowth of its business strategy to
cultivate high levels of global dependence through efforts like Facebook Free Basics and
Internet.org'>?° — has heightened the effects of its misuse. In many developing countries,
Facebook, in effect, constitutes the internet for millions of people, and serves as the
infrastructure for significant social, political, and economic activity.?! This dynamic is lucrative
for Facebook but has been identified as contributing to declines in independent media and the
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extent to which Facebook has become an attractive vector for abuse, manipulation, and
deception. 222

While Facebook has made some progress in addressing misuse of its platform in the United
States, the allegation that Facebook is dedicating eighty-four percent of its misinformation
budget to the United States, where only ten percent of its users reside, reveals the lack of a
proactive approach to ensuring its platform is not used to cause harm in other countries around
the world.?* Ultimately, the destabilizing impacts of your platform on fragile societies across the
globe poses a set of regional — if not global — security risks.

I ask that you give due consideration to the concerns raised in this letter and that you provide
answers to the following questions by March 15, 2023.

Questions:

1. How many languages does Facebook currently offer menus and prompts for on its
platform? How many languages does Facebook’s Al-based content moderation tools
cover? How many languages do Facebook content moderators have native language
expertise in?

2. A Facebook spokesman said that the figures regarding the allocation of Facebook’s
global misinformation budget were incomplete because they did not include third-party
fact-checking partners. What was Facebook’s budget for efforts to counter
misinformation in 2021 and in 20227 How much of that was spent in the United States?
How much was spent in Bangladesh? How much was spent in Ethiopia? How much was
spent in India?

3. In a statement to the Associated Press, Facebook said it “invested significantly in
technology to find hate speech in various languages including Hindi and Bengali” and
those efforts have “reduced [the] amount of hate speech that people see by half” in India
in 2021. Please describe how this figure was calculated. How do you quantify the amount
of hate speech that people see? How much hate speech did users see in 2020? 20217
20227 -

4. What is the process for determining which languages Facebook will add to its platform?
What is the process for determining which languages Facebook will translate the
community standards into?

5. Please list each country in which Facebook, its subsidiaries, or affiliates offer a program
associated with, or similar to, Facebook Basics and list each mobile network operator
Facebook has contracts with.
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6. During the November 2020 election in Myanmar, Facebook installed measures to demote
misinformation, including disinformation shared by the Myanmar military junta.
Facebook then decided to rollback these measures after the election, despite evidence that
the measures reduced views of inflammatory posts by 25.1% and photo posts containing
misinformation by 48.5%. Why did Facebook rollback these features? Does Facebook
believe that misinformation should only be a priority during national elections? What
other events may require added anti-misinformation measures?

7. A Facebook spokesman said, “Hate speech against marginalized groups, including
Muslims, is on the rise in India and globally. So we are improving enforcement and are
committed to updating our policies as hate speech evolves online.” Does Facebook
acknowledge that its platform plays a role in the rise in hate speech online?

I know that you share my belief that Facebook and Meta’s other products should be safe for

users regardless of where they live or the language they speak. I appreciate your attention to this
critically important matter and look forward to your response.

Sincerely,
Mark R. Warner

United States Senator



