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Ynited States Denate

WASHINGTON, DC 20510-46

February 25, 2022

Mr. Sundar Pichali

Chief Executive Officer
Alphabet Inc.

1600 Amphitheatre Parkway
Mountain View, CA 94043

Dear Mr. Pichai,

In the wake of the Russian Federation’s illegal invasion of Ukraine, [ write to encourage your
company to assume a heightened posture towards exploitation of your platform by Russia and
Russian-linked entities engaged in information operations. In addition to Russia’s established use
of influence operations as a tool of strategic influence, information warfare constitutes an

integral part of Russian military doctrine. As this conflict continues, we can expect to see an
escalation in Russia’s use of both overt and covert means to sow confusion about the conflict and
promote disinformation narratives that weaken the global response to these illegal acts.

While social media can provide valuable information to civilians in conflict zones and educate
audiences far removed from those conflict zones, as well as a platform for some relatively
independent media outlets — including in Russia — it can also serve as a vector for harmful
misinformation and disinformation campaigns and a wide range of scams and frauds that
opportunistically exploit confusion, desperation, and grief.

Unfortunately, your platforms continue to be key vectors for malign actors — including, notably,
those affiliated with the Russian government — to not only spread disinformation, but to profit
from it. YouTube, for instance, continues to monetize the content of prominent influence actors
that have been publicly connected to Russian influence campaigns. Just yesterday, for instance,
my staff was able to find RT, Sputnik and TASS channels’ content specifically focused on the
Ukraine conflict to be monetized with YouTube ads — including, somewhat perversely, an ad by
a major U.S. government contractor. Meanwhile, Google’s wider ad network continues to
support influence outlets such as Sputnik and TASS?, directing advertising dollars from
unwitting U.S. brands like Best Buy, Allbirds, and Progressive to entities whose ties to Russian
influence activity has been well-documented for over five years.? And according to the ad
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transparency organization Check My Ads, Google even continues to serve ads for sanctioned
influence actors like Southfront — a matter that | have separately referred to the Department of
Treasury and Department of Justice for their attention.?

Russia’s efforts to shape global perceptions of the conflict in Syria, and its role in possible war
crimes perpetrated by Russian and Russian-allied forces, offers a startling window into what’s
likely to be an even wider and more brazen set of information operation campaigns in the current
conflict. Russia’s information operations not only strove to sow false narratives on humanitarian
efforts (including in ways that imperiled the safety of aid workers®*), but sought to cover up
evidence of war crimes by distorting online conversations with false claims, conspiracy theories,
and doctored media.® Pointing to the long-term value of online influence assets to Russia, much
of the operating infrastructure focused on the Syrian Civil War was later found to pivot towards
Russia’s influence activities focused on the U.S. elections — underscoring the strong possibility
that Russian influence actors may misuse current assets in future election contexts, such as the
upcoming U.S. midterm elections.®

As one of the world’s largest communications platforms, your company has a clear responsibility
to ensure that your products are not used to facilitate human rights abuses, undermine
humanitarian and emergency service responses, or advance harmful disinformation. Given the
gravity of this situation, | would encourage you to, at a minimum, take immediate steps to:
e Desist from continued monetization of content and channels publicly attributed to have
associations with Russian influence activity;
e Conduct an audit of Google and YouTube’s advertising business, including its
compliance with sanctions;
e Establish mechanisms by which Ukrainian public safety entities can disseminate
emergency communications to your users in Ukraine;
e Furnish additional account monitoring and security resources to Ukrainian government,
humanitarian, and public safety institutions to prevent account takeovers;
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e Surge integrity teams, including those with language expertise in Ukrainian, Russian,
Polish, Romanian, and German, to monitor your platform for malign influence activity
related to the conflict;

e Devote additional resources towards the identification of inauthentic accounts, and the
removal or labeling of inauthentic content, associated with Russian influence operations;
and

e Establish dedicated reporting channels for qualified academic, public interest, and open
source intelligence researchers to share credible information about inauthentic activity,
disinformation, and other malign efforts utilizing your platforms.

At this uncertain and critical juncture, | request your prompt attention to this matter. An
unprecedented conflict of this kind requires global communications providers to prioritize efforts
such as these.

Sincerely,
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Mark R. Warner
United States Senator




